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XXVI. Conditional Probability and
Conditional Expectation

Review of Marginal Probability

+ We have an experiment with two random
variables, Y] and Y5.

» Recall the marginal probability functions
and marginal density functions:

p(y) = D p(vv)

pa(y2) = D p(y1,90)

Y2=00

filyr) = / [ (W1, 92) dyo

2=—00

Y1=00
f2(y2) = / f (W1, 92) dys

1=—00

Conditional Probability, Discrete Case

« p(y1ly2) means P (Y7 = y1|Ya = ya).

» Conditional probability:

P (Y1, 92)

Plale) =7 (42)

Conditional Probability, Continuous Case

» Conditional density of Y] given that Y5 = g

[ (y1,92)
f2 (32)

[ (ly2) =
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 Interpret this as a density on Y; and
calculate conditional probability:

y1=b

Pa<Y) <bYs=ys) =/ f (ly2) dys

yi1=a

Conditional Expectation

e Discrete:

EM|Ys=1y9) = Zylp (y1ly2)
Y1

« Continuous:

E(Vi|Ys = ys) = / o1 f (slye) dys

1

Example I

Consider the joint density function

on the triangle with corners (0,0), (0,1), and

1
(1,1). Fin<:1P(Y2g5 Ylgz).
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Example 11

As in Example I, consider the joint density
function f (y1,y2) := 6(1 —y2) on the triangle
with corners (0,0), (0,1), and (1,1). Find

P(YQz§Y1=

0
1
4 2
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y2=1
filyr)) = 6 (1 — y2) dya = 3y — 6y; + 3
Y2=Y1
1 3
h (§> =1
1 [ (y1,92)
Vi==) = R g
f <y2 1 2> fl (?/1) ( y2)
3 1 y2=1 1
Plva>"lvi=2) = 8(1—ys) dys =| -
(2_4 1 2> /y2i ( Y2) dya

Example III

Let f(y1,92) == 41192,0 <y < 1,0 <y < 1
3 1

Find PlY, > -|Y, = —

1n (1_4 2 2
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(Graph.)
y1=1
fo (yz) = / 41y dyy
y1=0
= 2y
3 1 y=1
PlY,> Yy = = / I (yily2) dy
4 2 yIZ%
y1=1
_ / f(ylqu) dyl
n=3 [f2(y2)
y1=1 4
_ / ?2/11/2 dy,
y1=% Y2
_ 2‘y1=1
1 91:%
_ | °
|16
Example IV

As in Example III, let

fy,y2) = 4y1y2,0 <y < 1,0 < yp < 1.

Find the conditional expectation

1
E(Y1 Y2:§>
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y1=1
/ y1f (y1]y2) dy;.  Last time we calculated

y1=0

f(ly2) = 2y1. (In general, this might have a
1
Yo in it. If so, plug in y, = 5)

y1=1 y
/ uif (nlys) dy = /
y1=0 —

Y1

=1
y12y1 di
0
y1=1
3
1
y

_ 2

1=0

I
S

Example V

Consider the joint density function

e—y27 OS?/l S?/Q<007
/ (ylay2> =
0, elsewhere.

Find the conditional expectation E (Y3|Y; = 5).
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Y2=00
fily) = / e dy,
Yy

2=Y1
= (—ey2) |
o ( € 2) Y2=y1
g e_yl
fi(B) = €7
fplvi=s) = Llmw)
e
pr— 657y2
Y2=00
EGYi=5) = [ e
Yy2=>
Y2=00
= 65/ yae 2 dy,  Use parts.
Yy2=5
e’ (—

(e =) [

= ¢ (O— 0+ 5e® +e’5)



